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%y) Online BlaebkoxAlgorithnPortfolio$or Continuou®ptimization
p

DN XII PetrBaudisindPetrPosk

Some keywords The main goal

Black box Given a patrticular function to be optimized:
Algorithm Portfolios how to select the appropriate Algorithm ?
Hyperheuristics

Learn on the fly The proposal

Severaloriginal selection strategies based on the
UCB1multi -armed bandit policy (7 algorithms)

The problem solved -

BBOB workshop reference functions hyes
10’
. w ot i :
The conclusion $ 10
. " . Y . 100 ¢
Algorithm portfolios are beneficial in practice, = 102 |
. . . . [e] E
evenwith some fairly simple strategies T 109 |
Z 10% |
3 107°
- A . ) o
Wh a t iateresting ? < 10° |
Their classifications by solver, winner 107
-8
and convergence :gg
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%y) SeHadaptiv&enotyphenotypelapsNNsas aMetarepresentatia
p

DN XII LuisF.SimoePariolzzg EvertHaasdijfand A. E=iben
Some keywords The main goal

From Gen-to-Phen Step forward in automated EA

Neuroevolution design bytuneable ANN maps

Selfadaptrepresentations  in continuous problems

5-58 1 10-5-5 1 3055

Cumutative probability
e o
= o

The proposal
A NN is usedto go from G-P

10-30

*l000noonnn

The problem solved T e
Automatic G-P mapping, learnability and expressiveness
Cassinil andMessenger_full (spacetrajectory design!)

The conclusion
Small-medium NNs can preservelocality in G-P > op | == BT
while redundancy is tuneable (#input neurons) $0s ]

Wh a t iateresting ? 00

Nice proof-of-concept! ' P eatmesindisAun N
They create genotype phenotype maps being

self-adapted, concurrently, with the evolutionofs ol ut i ons é

Make your computer to design your EA!!!
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HeikoHamanyGabriel&/alentiniy arahalufand Marc®origo

%v) Derivation of a MicMacrd.inkfor Collectiv®ecisioMakingSystems
p

PSN XilI

Some keywords The main goal

Mathematical models Relating microscopic features (individual level) to macroscopic
Selforganizing agents features (swarm level) of self-organizing collective systems

Polynomial fitting

)

04

% The proposal -
= From a master equation authors derive the drift
~ ., term of a stochasticdifferential equation

Ng (macro-model) to predict the swarm behavior N
_|_

[

]

02

(a) Gillespie, squares: Gillespie simulation (b) Czirék model, squares: Czirdk simula-
(2.5 % 10° samples), line: fitted polynomial tion (102 samples), line: fitted polynomials
o7

The problem solved

u) - - - - -
| Gillespie and Locust assignment simulations .
|| Ems ;\! cposs|

o B i0 15 3 35 0 B/ 40
G

The conclusion

(c) Cmirok model, group size distribution (d) Czirék model, fitted coefficients inver-

Local subgroups can temporarily take global decisions ossrod i simlaon prio o grouptanditrbtion
Wh a t iateresting ? - *‘”"7\ Gat ||
The micro-macro link concept |'|
and BT TR SRR CRENE N
how chemical reactions help us! (9 ot o svarn s i o o o G
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)y, Natural Gradient Approach for Lin€amgtraine@Gontinuou®pt
P

DN X YouheAkimotaandShinichGhirakawa
Some keywords The main goal
Continuous optimization To construct the parameter update rule for the covariance matrix

Boundaries constrained Pr. adaptation evolution strategy from the same principle as unconstr.

The problem solved

The proposrs}l Minimization of a spherical
Useresampling to allow CMAESto go for function with a linear constraint

constrained problems: rank-u update CMA

(]2
T T

Lo 10 Eigenvalues of ¢

my
1 E| . T T T T
E 0
—; 0.5 - 10 Fogio
4 w8
E 0.0 =

10! 10! ,Co,nd(?) T

10°
107!
1072
107 E
W0 E
10

T E 7 —0.5
ek 3
w07 @ NGt 4 -1of
10-% A NGb E

B NGn
0 —

102 L

1 =L

1 w0k

5 I I I I 10° I I I i1 10 1.0
0 20 40 60 80 0 20 40 60 80 0 20 40 60 80 0 20 40 60 80
Num. of iterations

1 1
0 20 40 60 80

The conclusion
There are similarities to natural gradient approaches
plus atricky balance depending on weights

Wh a t iateresting ?
The kind of analysis

including expectedand
actual natural gradients
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%y) A Study oMultimemetiEstimationf DistributiorAlgorithms
P

DN XII Ralael Nogueras and Caltwsg

Some keywords The main goal

Multimemetic Algorithms Advance in MMAs and get rid of variation operators
Self-adaptation plus the analysis of meme diversity and success
Elitism

EDAs

The proposal
Use EDAs to evolve the memes (solving strategies)
encoded along genotypes in MMAs

The problem solved
D e bt function, HIFF, HXOR, SAT

The conclusion T e T

Elitist versions of MM EDAs using bivariate | - 10 ]

models outperform genetic MMAs i1 1/ ST T
Wh a t idteresting ? . :;-/' J o
Lessparameters and v B R
future advanced models ST el T LS ST e T L

fOr SO|UtIOnS and memes Fig. 1. Evolution of best fitness in TRAP for non-elitist multimemetic EDAs (left) and

elitist ones (right). The results of sMMA are included in both figures.
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}v) CompressirigegulaExpressiddetdor DeePackeinspection
P

vy Alberto Bartoli, Simone Cumar, Andrea De Lorenzo, and Er

Some keywords The main goal
Genetic programming To generate security-related alerts while analyzing
| ntrusion detection network traffic in real time

Network traffic classification

The proposal

Reducethe set of regular expressionsused
to detect attack signatures (efficiency)

The problem solved
The Snort intrusion detection system (7 datasets)

The conclusion R.

Without completion steps
FPR FNR Acc. 1 — S0

With completion steps

c(Ry)
FPR FNR Acc. 1 — o(Rs)

chat.rules.pcre

GP helps reducing up to 74%the size of the Dop rulen mere
rules (trees) usedto detect attacks policy.rules.pere

web-php.rules.pcre
ftp.rules.pcre
spyware-put.rules.pcre
web-activex.rules.pcre

Wh a t idteresting ?
Compression can arrive to 90% (!)
How GP canhelp to approach RT

0.0 50.0 75.0 96.10
2.7 0.0 987 91.33
88.5 0.0 559  B.62
245 6.3 846 67.00
159 7.4 884 53.96
3.3 9.5 936 99.01
0.0 0.0 100.0  99.97

0.0 0.0100.0 70.66
27 0.0 98.7 91.33
88.5 0.0 55.9  8.62
245 0.0 87.8 66.50
159 0.0 922 4899
1.6 0.0 98.3 91.26
0.0 0.0100.0 99.97
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%V; On the Locality of Standard Search Opéna@wesnmatic&volution
P

PSN NIl Ann Thorhauer and Franz Rothlauf
Some keywords The main goal

Inheritance and distance To examine the locality of standard operators in
Reduction of locality Grammatical evolution (GE) and GP

Geometric crossover

Random walk The proposal

A nice analysis of locality

The problem solved P i

Binary tree problems ) y . .

The conclusion | gl | [ 5

Standard ops. have low locality (bad!) |/ . . "

and GE has alarger locality than GP T L L R
(a) GE (b) GP

Fig. 1. Distribution of d(z°, 2¥) (j € {1.2}) over d(z7. 2%).
Wh a t idteresting ?
We now know more on operators
and GE, anths!lGPé Use
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%v) Clusteringgase®electiofor EvolutionatylanyObjectiv®ptimization
P

RomamenysiyhinoCostaand Isabélspiritcbanto

PSN XilI

Some keywords The main goal

Manyobjective Improve the scalability when having many objectives
Clustering

Hypervolume The proposal

Transform the objective vectors by applying a clustering and select
cluster representatives according to the distance to a reference point

The problem solved
DTLZ ( 1-2-3-4-7), 30 variables, 2..20 objectives

Indicator EMyO/C  IBEA MOEA/D  MSOPS  MSOPS2  HypE
e+ 1.73%%5 2.63%° 3.10°° 3.50° 5.27 4.87
HV 2.08%%°:8 2.10%%5:F 3.63 3.82 4.67 4.70
IGD 1.73%58 2.97°°° 2.90°°° 3.97 477 1.67

Table 2. Mean ranks achieved by different algorithms. The superscripts 1, 2, 3, 4,
5, and 6 indicate whether the respective algorithm performs significantly better than

EMyO/C, IBEA, MOEA /D, MSOPS, MSOPS2, and HypE, respectively.

N _ The conclusion
Wh at iateresting  ? Improving the diversity by using clustering beats
EMyOC beatsIBEA, MOEA/D, g4t of the art manyobijective techniques
MSOPS, MSOPS2and HypE
Could be selfadjusted
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Some keywords The main goal

Multiobjective Discover underlying skills in game strategies by
Complex fithess compressing the interaction outcomes (objectives)
Test efficiency
The proposal o) “ i 2 1 20
A heuristic method compressingthe original interaction £ . | | |
outcomes into a few derived objectives( l@gssydomanner) 3
é, 85%
The problem solved g .
Multi -choicel t er at ed DRemma 0 n ism
0 200 400 600 800 1000
Games played (x1000)
The conclusion
This approach beatsthe more usual ?
coevolution technique (CEL) @@ '
Wh a t idteresting ?
NSGA-II application to manyobjective FAEANS MBS MEAS SAENS 2TND END G TR0 R
The mixture of MO and clustering (to0) an disembations of acposted wtiosof the best-of rune mdidual (bottom)

Violin plot legend: white dot: median, black box: interquartile range, line: 1.5 interquar-

NO agg reg ation |nt0 Scalar Values done tile range, black dots: outliers. Both plots use the same colors.
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Front of a MuHDbjective Optimization Problem

‘7, / Using a Family of Curves to Approximate the Pareto
c

PSN XIII S. Zapotecas Martingz4. Sos&lernandez, H. Aguirre] &hakandC. A Coell&oello
Some keywords The main goal

Hypervolume Find a substitute for hypervolume for selection in
Manyobjective algorithms solving manyobjective problems
Efficiency

The proposal

A Referencelndicator -Based Evolutionary Multi -Objective Alg.
(RIB-EMOA), basedon 9, to build a reference set by using a
family of curves

DTLL3 DTL 4 DTLYLS
The prOblem solved T T T T T T T T A T T T T T T T T T T T |:’| T4
DTLZ 1..7 of upto 10 objectives I |l RIB-EMOA ---%--||| ]
B T sMs-EMOA —a—]| = 7]
. C 10 HyPE-EMOA ---g--- QI ]
The conclusion ¢
N n r r T
The new technique beats state of the S L HE = 4k .
art algorithms in running time S [ [ 3 |
) - _E: “ _ﬁ: E:n"g_ﬁ.‘Tj ]
o i & - T
o . e O m e

Wh a t iateresting ? oo | “w ]
. . j o - 4 s - _
The geometric conception e 1E = e ]
of the Pareto front and the e N

future researChin hOWtO 345678910 345 E.T E 910 345678 910

#objectives

create the reference sets

13th International Conference on Parallel Problem Solving from Nature



CryptographyelevanBooleafunctions

‘7 I voiutionargs,ompultatioana#

PPSN Xill StiepamPicek Elend/larchioril ejlaBatinandDomagajakobovic
Some keywords The main goal

Boolean Functions Find Boolean functions with specific properties
Nonlinearity

Bent Functions

Cryptographic Properties The proposal

Tow phases considering (1) EC,algebraic methods, and (2) hybrids

The problem solved E Not easyto getbalanced!

Find a balanced Boolean function with :

an 8-bit input and nonlinearity 118 £

_ bl
The conclusion e s om omow omomom om on o om

Mumber of ones

Better results than SOTA,
approaching 118

Fig. 1. Distribution of 7-bit unbalanced Boolean functions

Wh a t Iﬁtsrestlng ’) Table 2. Phase 2 - algorithm combinations

The |ntegrat|0n Of algebralc Experiment NL; Min Max  Mean  Stdev  SUCCESS(%)
5 P I (GP+seed) 116 113 117 113.55  1.379 13.8

and ECtechniquesé a nthe Il (GP+seed+HC) 116 113 117 1138 091 196

nice SCientiﬁC IOOking Of Work III (GP+seed+GA) 116 113 117 11532 0.43 67.1
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%v) Coupling Evolution almd Theory fokutonomouRoboticExploration
p

PSN NI Guohua&hanagndMichele Sebag

The main goal

Improve the exploratory behavior in robotics
Some keywords

Robotics

EC

Learning

Theory of information

The proposal
(1) Maximize controllers to get more info from sensors
(2) This isis usedto support decision making in every step

The problem solved
Movement in different mazes

The conclusion
A new algorlthm _beatlng Its (a) Easy arena (b) Graph arena (c) Maze arena
component algorithms : Bk » R it

g

bt & 8§

Wh a t idteresting ?
The generalization abilities

allowing good behavior in P Memdiem @ e
/ d,e.f: Comparative performances on easy, graph and maze arenas
unseenscenarios

EVITE is great!
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%v) UnbiaseBlackBoxComplexitgf Parallebearch
P

DN XII GolnaBadkobelerKristian_ ehreandDirk Sudholt
Some keywords The main goal
Theory Compute the complexity for algorithms evaluating
Black box several search points at a time
Convergence

The proposal
Compute the lower bound for the number of stepsthat every
algorithm needsto optimise a given problem

The problem solved
OnemaX, Leading ones, Theorem 3. For any A < evV™ the A-parallel unbiased unary black-box complez-
Single Optimum functions ity for any function with a unigue optimum is at least

ATt
.I?(m—knlogn).

This bound is tight for ONEMAX, where the cut-off point is

The conclusion
Lower bounds depending on the

ISI i : AdneMax = O(1 -loglogn).
number of visited points at a time Oemax = O(log(n) -loglogn)

The corresponding parallel time for an optimal algorithm is P(ﬁ + “I'ign).

Wh a t iateresting ?

The models apply to unary
operators like mutation and
local search, and lower bounds
are really useful asbaselines
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